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Abstract: The driving trajectory prediction method based on the traditional prediction algorithm 
model has the disadvantages of small prediction accuracy and low matching rate. This paper 
proposes an improved driving trajectory prediction method based on Adaboost-Markov model. The 
method adaptively determines the model order m, and uses the Adaboost algorithm to determine the 
weight coefficients to form a multi-order Markov model. The experimental results show that 
compared with the fixed-order Markov model, the average prediction accuracy of the 
Adaboost-Markov model is significantly improved, and it has lower algorithm complexity, which is 
suitable for vehicle driving trajectory prediction under massive data. 

1. Introduction 
With the popularization of smart terminal devices and the development of location technology, 

location-based services have been widely used. Current services are mainly focused on location 
queries and location sharing. The existing research methods mainly perform position prediction by 
establishing the historical movement model of the object and the current trajectory matching degree. 
The commonly used methods are Markov, Hidden Markov, Gaussian mixture model and Kalman 
filter. 

The Markov model is one of the most widely used position prediction models because of its good 
time-series trajectory data representation ability. The maximum expectation algorithm in the 
literature [1] solves the problem of low-order Markov prediction accuracy to some extent. The 
literature [2] proposed that the adaptive variable order Markov model still has the problem of high 
matching sparsity rate. Literature [3] proposed a position prediction algorithm combining time box 
and Markov model. In [4], the prediction results of Markov model are modified by introducing 
trajectory similarity, which improves the accuracy and stability of prediction. Literature [5] proposed 
a Markov model based on the prefix projection database. This method has a large time cost for 
establishing a projection database. Literature [6] proposed the n-MMC (n-Mobility MarkovChain) 
model to predict user location. The literature [7] proposed the MyWay method for position 
prediction of mobile users, but this method did not preprocess the original trajectory, resulting in too 
much computation. 

Aiming at the problems existing in the existing methods, this paper firstly uses the method of 
trajectory division and density clustering to discretize the original trajectory data into various interest 
regions of mobile users, and then uses Adaboost algorithm to determine the weight coefficient for 
multi-order fusion Markov model. On the basis of making full use of the historical trajectory 
sequence, the prediction accuracy is improved and the universality of the model is guaranteed. 
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2. Track preprocessing and model definition 
2.1 Trajectory division and point of interest extraction  

Definition 1 sub-trajectory: The sub-track of the track TJi is expressed as STJi= {Ps1, Ps2... Psk} 
(1≤s1<s2<...<sk≤m). And the sub-tracks mentioned in this paper are all continuous sub-tracks, that is, 
from Ps1 to Psk are continuous track sampling points. 

Definition 2 angle offset: As shown in Figure 1, taking the path TJi as an example, P1 is the initial 
track point and P1P2 is the initial moving behavior. The specific method is as follows: 
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( )i jd P ,P =2R arcsin A+B  

d (Pi, Pj) is the distance between the track sampling points Pi and Pj, and R is the radius of the 
earth. 
The formula for the track angle offset is as follows: 
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Definition 3 Distance offset: The distance offset is the vertical distance from the trajectory sample 
point to the line where the initial movement behavior is. As shown in Figure 1, the vertical distances 
d1 and d2 from the sampling points P3 and P4 to the initial movement behavior P1P2 extension are 
the distance offset. Its calculation formula is as follows: 

i 2 i+2 1 2 i+2d = P P sin P P P∠                             (4) 

 
Figure 1. Example of angle and distance offset. 

For the trajectory TJi, first, starting from the sampling point P3, calculate the corner offset θ1 and 
the distance offset degree d1. If the absolute value of θ1 does not exceed the corner offset threshold 
θth, and d1 does not exceed the distance offset threshold dth, then continue to calculate the offset of 
the sampling point P4, and so on. Then, this paper uses the improved density peak clustering 
algorithm [7] to cluster the user feature points. All the feature points in a cluster represent an interest 
region of the user, and use the centroid of the cluster as the region of interest representative: 
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ci represents the centroid point of class cluster i, |Ci| represents the number of points of interest 
contained in class cluster i, Pj represents a point of interest in class cluster i, and Latj and Lngj 
represent the latitude and longitude of the point of interest  respectively. 
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2.2 Model state definition 

Definition 4 Markov chain: Assume that there is a stochastic process {Xn,n∈T}, and there are 
finite states i0,i1,...,in∈I, if P{Xn+1=in+1| X0=i0,X1=i1,...,Xn=in} = P{Xn+1=in+1|Xn=in} , then {Xn,n
∈T} is the Markov chain, ie the next object The state is only related to the state at this time, also 
known as the 1st order Markov chain.  

Definition 5 Trajectory sequence: The user's trajectory sequence is a discretized representation of 
its original trajectory after trajectory preprocessing and clustering, and consists of various regions of 
interest extracted by clustering. 

Definition 6 Prefix trajectory sequence: Suppose a given trajectory sequence TSi={Ck1, Ck2, ..., 
Ckj}(1≤i≤n), and there is 1<l < j, to predict which Ckl is The region of interest, called {Ck1, Ck2, ..., 
Ck)} is its corresponding prefix trajectory sequence, and Ck is called the user's current interest 
region. 

Definition 7 Trajectory Markov chain: The state space of the trajectory Markov chain is defined 
by the user's region of interest C1, C2,..., Cn, if the user's next region of interest depends on the 
current region of interest and the past k-1 regions of interest, then the Markov chain is called the 
k-order trajectory Cove chain, namely: 

( )
n+1p C n+1 n-k+1 n-k+2 nC = arg max{p C |C ,C ,...,C }                       (6) 

Among them, Cp represents the prediction result of the user's next interest area, and Cn represents 
the current interest area of the user. 

When the sequence is matched, it may cause the matching to fail or only match a very small 
number of historical trajectories, that is, the matching is sparse, which may cause the prediction 
performance of the model to decrease. As shown in Figure 2, taking a user's historical trajectory 
sequence pattern tree as an example, a third-order Markov model is assumed, the prefix trajectory 
sequence is C2→C4→C5, and the user's next region of interest is predicted based on the mobile 
pattern tree. . However, there is no historical trajectory with C2→C4→C5 as the prefix sequence in 
this pattern tree, and the third-order Markov model cannot make predictions. 
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C2

C5 C6 C7 C8 C9

 
Figure 2. User mobile history mode tree. 

3. Adaboost-Markov modeling 
This paper proposes a mobile user location prediction method based on Adaboost-Markov model. 

As a representative lifting method, Adaboost algorithm can combine a plurality of weak classifiers to 
generate a strong classifier by changing the probability distribution of training data and the 
weighting coefficient of weak classifier [8]. In this paper, the model order k is adaptively determined, 
and the 1st order to kth order Markov model is used as k weak predictors. The probability 
distribution of the user trajectory data and the weight coefficients of each order Markov model are 
changed by the Adaboost algorithm, and finally a multi-order fusion Markov is generated. The 
model is used to predict user location. 

The order k is determined by the maximum matching step length of the user prefix trajectory 
sequence and the historical trajectory sequence. Taking Figure 3 as an example, the user's original 
trajectory data is preprocessed to establish a historical trajectory sequence library. The length of the 
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prefix trajectory sequence that participates in matching is usually determined by two methods. One is 
to artificially specify the length of the prefix track sequence to participate in the matching. The user 
determines the number of prefix track sequence elements participating in the matching and inputs the 
sequence of the predicted prefix track to be corresponding length, and continue to find a match in the 
historical track sequence library and repeat the above steps until the match is successful. 

 
Figure 3. Example of adaptive determination of order k. 

After the model order k is determined, the first-order to k-order Markov model is merged, that is, 
the Adaboost-Markov model is composed of m-order (m=1, 2,..., k) Markov models, and the weight 
coefficients αm of each order model are The prediction error size of the model is negatively 
correlated: the larger the prediction error, the smaller the weight coefficient of the model, and vice 
versa. For trajectory training samples with N elements, the prediction error em of the m-order (m=1, 
2... k) Markov model is calculated as follows: 

N
i
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= w Ie ∑                                  (7) 

Among them, wmi is the weight of the training samples corresponding to the m-order (m=1, 2... k) 
Markov model, and there is usually 1/N when the accident occurs. It is the predictor of the training 
result i of the m-order Markov model, and its formula is as shown in (8): 
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After calculating the prediction error em, the model weight coefficient αm can be calculated, and 
the calculation method is as shown in formula (9): 
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Then, according to the weight coefficient of the m-th model obtained by the above method, the 
weight of the training sample is updated, and the weight wm+1 of the training sample corresponding 
to the m+1 order (m=1, 2... k-1) Markov model is calculated. The calculation method is as shown in 
(10) and (11): 
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Finally, the weighting coefficients of the various models are normalized: 

m
m k
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α∑                                  (12) 

The Adaboost-Markov model can be expressed as follows: 

( ) ( )
k

m m
m=1
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4. Test analysis 
The trajectory data set used in the experiment was from the “Beijing Water Affairs Bureau 

Drainage Center Information System—Sludge Flow Monitoring System”, and the data for one year 
of 2017-2018 trial operation. Contains sludge trajectory data of 25 reclaimed water plants and 19 
sludge disposal sites in Beijing. 

Table.1. Table Type Styles 

Data category Quantity 
All transfer track list 10896 

Violation order 768 
Total distance of the track 329021 

Total track duration 9431 
In order to verify the validity of the model, this paper compares the four models: the first-order 

Markov model, the second-order Markov model, the multi-order fusion Markov model with 
weighted coefficient averaging, and the Adaboost-Markov model proposed in this paper. Among 
them, the difference between the multi-order fusion Markov model of the weight coefficient and the 
Adaboost-Markov model is that the former assigns the same weight coefficient to the 1~k order 
Markov model, while the latter uses the Adaboost algorithm to adjust the corresponding weight 
according to the prediction error of each order model. Coefficient. A random extraction of 90% from 
the sludge vehicle trajectory data set is used to train the above model, and the remaining 10% of the 
trajectory data is used to detect the prediction performance. 

 

Figure 4. Relationship between number of prefix trajectory sequence elements and 
predictionaccuracy. 

As shown in Fig. 4, the horizontal axis represents the number of elements of the prefix track 
sequence, and the vertical axis represents the prediction accuracy. For the common Markov model, 
the number of prefix elements is equivalent to the model order, and the Adaboost-Markov model and 
the weighted coefficient average multi-order fusion Markov model adopts the adaptive method to 
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determine the model order k. Therefore, with the increase of the number of prefix elements, the 
prediction accuracy of the ordinary Markov model firstly shows an increasing trend, reaching the 
maximum value at the 2nd order, and then the matching thinning rate is gradually increased due to 
the increase of the order, resulting in accurate prediction. The rate is gradually decreasing.  

Then, the above four models are used for single-step prediction, that is, the user's next region of 
interest is predicted. Figures 5 and 6 respectively show the prediction effects of the four models on 
the small-scale trajectory data set and the large-scale trajectory data set. 

 

Figure 5. Prediction accuracy comparison under small-scale trajectory data set. 

 
Figure 6. Prediction accuracy comparison under large-scale trajectory data set. 

It can be found that the accuracy of the Adaboost-Markov model proposed in this paper is 
significantly higher than that of the other three models: the experiment of small-scale trajectory 
dataset, the first-order Markov model, the second-order Markov model, and the weight. Compared 
with the multi-order fusion Markov model with coefficient average, the average prediction accuracy 
of Adaboost-Markov model increased by 39.73%, 18.3% and 9.12%, respectively. In the experiment 
of large-scale trajectory dataset, the prediction accuracy increased by 20.83%. 11.3% and 5.38%.  

5. Conclusion 
In this paper, the position prediction of Markov model has the disadvantages of low prediction 

accuracy and matching sparseness. The combination of trajectory division and density clustering is 
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used as the trajectory data preprocessing method. The combination of Adaboost algorithm and 
multi-order fusion Markov model is proposed. The prediction method makes full use of the historical 
trajectory sequence and improves the prediction accuracy. It has high prediction accuracy and good 
universality. In the future work, the above model will be further optimized to study the 
spatio-temporal and group characteristics of trajectory data in more depth, taking into account factors 
such as weather, time (working days and rest days) and user-related social data, with a view to 
further Improve the prediction accuracy of the model. The text edit has been completed, the paper is 
ready for the template. Duplicate the template file by using the Save As command, and use the 
naming convention prescribed by your conference for the name of your paper. In this newly created 
file, highlight all of the contents and import your prepared text file. You are now ready to style your 
paper.  
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